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METHOD AND APPARATUS FOR 
SCALABLE, HIGH BANDWIDTH STORAGE 
RETRIEVAL AND TRANSPORTATION OF 
MULTIMEDIA DATA ON A NETWORK 

This is a continuation of application Ser. No. 08/343,762, 
?led Nov. 21, 1994, noW abandoned. 

FIELD OF THE INVENTION 

The present invention relates to the ?eld of information 
storage and transport systems. Speci?cally, the present 
invention relates to distributed processing systems for 
selecting, retrieving, and delivering arbitrary types of real 
time or non-real-time data streams over a netWork. 

REFERENCE TO RELATED PATENT 
APPLICATIONS 

The folloWing co-pending patent applications are related: 
US. Patent Application entitled “Method and Apparatus 

for Indexing Multimedia Information Streams” invented by 
Evan Goldberg, et al., With Ser. No. 08/342,422 and ?led on 
Nov. 18th, 1994, issued US. Pat. No. 5,655,119. 
US. Patent Application entitled “Transferring Binary 

Large Objects (BLOBS) in a NetWork Environment” 
invented by Jeffrey C. Olkin, et al., With Ser. No. 08/343,092 
and ?led on Nov. 21st, 1994. 

US. Patent Application entitled “A Reliable Connection 
less NetWork Protocol” invented by Jeffrey C. Olkin, With 
Ser. No. 08/343,761 and ?led on Nov. 21st, 1994. 

DESCRIPTION OF RELATED ART 

Currently, most data accessed on large servers is struc 
tured data stored in traditional databases. NetWorks are local 
area netWork (LAN) based and clients range from simple 
terminals to poWerful Workstations. The user is corporate 
and the application developer is an MIS professional. 
With the introduction of broadband communications to 

the home and better than 100-to-1 data compression 
techniques, a neW form of netWork-based computing is 
emerging. Structured data is still important; but, the bulk of 
data becomes unstructured: audio, video, neWs feeds, etc. 
The predominant user or client becomes the consumer. The 
predominant client device becomes the television set. The 
application developer becomes the storyboard developer, 
director, or the video production engineer. 

Simple, affordable access to multimedia information is 
both an enormous business opportunity and a poWerful 
vehicle for people to change the Way they live and Work. 
Whether in the realm of shopping, neWs, movies, education 
or other applications, consumer multimedia Will make obso 
lete much of What We knoW about storing, retrieving, and 
processing information. 

Providing information to consumers on a large scale 
presents many challenges. Ultimately, providers of informa 
tion must ?nd pro?table means to reach price points that Will 
drive demand, keep pace With technology, deliver simple 
access to computerphobic consumers, and deliver a robust 
architecture that alloWs the systems to evolve and groW. 

The last decade of computing has produced inexpensive 
client hardWare With shrink-Wrapped softWare, scalable 
server hardWare With complex data management softWare, 
and ubiquitous heterogeneous netWorking hardWare With 
sophisticated netWorking softWare. HoWever, the promise 
that multimedia data Will be readily shared and easy to 
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2 
access has been mostly unful?lled. Most conventional mul 
timedia softWare is single user and fairly easy to use or it 
alloWs resources to be shared but the degree of sharing 
extracts a correspondingly high price in usability. 
Consumer-based interactive netWorking is an attempt to 
provide simple access to unprecedented amounts of shared 
data. The present invention provides a frameWork for such 
an endeavor. 

Thus, a better means and method for storing, retrieving 
and transporting multimedia data in a netWorked system is 
needed. 

SUMMARY OF THE INVENTION 

The present invention is a better means and method for 
providing multimedia data in a netWorked system. The 
present invention provides a platform for distributed client 
server computing and access to data over asymmetric real 
time netWorks. A service mechanism alloWs applications to 
be split such that client devices (set-top boxes, personal 
digital assistants, etc.) can focus on presentation, While 
backend services running in a distributed server complex, 
provide access to data via messaging across an abstracted 
interface. Services enable clients to access data or resources 

that the clients cannot (or should not) access directly. Each 
service provides access to a particular type of data or 
resources. A service exports one or more functions, Which 
perform speci?c actions related to the data or resource. A 
client program invokes a function by communicating With 
the service that exports that function. 

The present invention supports access to all types of 
conventional data stored in conventional relational and text 
databases. In addition, the present invention includes a 
real-time stream server that supports storage and playback of 
real-time audio and video data. The Media Server of the 
present invention also provides access to data stored in ?le 
systems or as binary large objects (BLOBs-images, 
executables, etc.). 

BRIEF DESCRIPTION OF THE DRAWINGS 

FIG. 1 illustrates the system architecture of the present 
invention. 

FIG. 2 illustrates the internal architecture of the media 
server of the present invention. 

FIG. 3 illustrates the node addressing used in the present 
invention. 

FIG. 4 illustrates the diverse netWork pathWay that may 
exist betWeen clients and servers. 

FIG. 5 illustrates the problem With an asymmetric net 
Work. 

FIG. 6 illustrates the upstream manager interfaces in the 
media server. 

FIG. 7 illustrates the content of the Connection Service 
Table. 

FIG. 8 illustrates the content of the Routing Table. 
FIGS. 9—10 are ?oWcharts illustrating the processing ?oW 

for establising a connection betWeen a client and the media 
server. 

FIGS. 11—12 are ?oWcharts illustrating the processing 
?oW for accessing a service thorough the media server. 

FIGS. 13—14 illustrate the dual channel input to the 
doWnstream manager. 

FIG. 15 is a ?oWchart illustrating the processing ?oW used 
in the doWnstream manager for controlling the real-time and 
non-real-time input streams. 
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FIG. 16 illustrates the remote procedure call (RPC) opera 
tion in the present invention. 

DETAILED DESCRIPTION OF THE 
PREFERRED EMBODIMENT 

The present invention is a better means and method for 
providing multimedia data in a netWorked system. In the 
following detailed description, numerous speci?c details are 
set forth in order to provide a thorough understanding of the 
present invention. HoWever, it Will be apparent to one of 
ordinary skill in the art that these speci?c details need not be 
used to practice the present invention. In other instances, 
Well knoWn structures, interfaces, and processes have not 
been shoWn in detail in order not to unnecessarily obscure 
the present invention. 

The basic architectural components of the consumer 
based interactive netWork architecture of the present inven 
tion is illustrated in FIG. 1. The media server 100 consists 
of any number of computers netWorked in any fashion. The 
netWork 120 connecting clients 110 and servers 100 are 
asymmetric, With high bandWidth available in the doWn 
stream direction 124. Client devices 110 are conventional 
and Well knoWn systems generally built for interactive TV. 
These client devices are generically denoted set-top boxes. 
Other classes of devices (personal digital assistants, video 
phones, etc.) Will become important to consumer-based 
netWorks in the near future. The present invention supports 
these devices as Well. 
Networks 

The major characteristic shared by the netWorks currently 
being deployed for interactive TV is asymmetric bandWidth. 
DoWnstream bandWidth (i.e. the link from server to client 
device) ranges from a minimum of 1.5 megabits/sec (DS1 
data rates) to 45 megabits/sec (DS3 data rates). Upstream 
bandWidth on a back channel (i.e. the link from client device 
to server) may be more modest, ranging from 9600 bits/sec 
to 64 kilobits/sec. BandWidth Will increase in both 
directions, but Will probably remain highly asymmetric; 
because, most information ?oWs toWard the consumer. 

Three types of conventional physical data transport tech 
niques provide the foundation for three types of netWorks 
supported by the present invention. It Will be apparent to 
those of ordinary skill in the art that other netWorks can be 
supported as Well by the present invention. 
ADSL (Asymmetric Digital Subscriber Loop) provides 

1.5—6 megabits/sec of doWnstream bandWidth—up to 
64 kilobits/sec in the opposite direction—over a 
tWisted pair of copper Wires. The maximum distance 
achieved to date is 6,000 meters. This technology 
provides broadband capability to millions of consumers 
over their existing phone lines. 

Coaxial cable promises to provide 500 channels. Cable 
provides 450—1000 megahertZ of bandWidth. State of 
the art radio frequency (RF) modulation technology 
provides up to 8 bits per hertZ. A typical cable plant 
buildout for interactive TV Will provide back channel 
bandWidth in the 5—50 megahertZ range, With the rest 
dedicated to single user doWnstream channels in the 
3—12 megabit/sec range. Thus, each interactive user 
(client) is allocated a virtual doWnstream channel in the 
high frequency spectrum and a corresponding back 
channel in the loW frequency spectrum. The doWn 
stream channel is typically a time-division multiplexed 
bit stream modulated over an analog channel (6 MhZ 
for NTSC and 8 MhZ for PAL). There are, of course, 
many Ways to allocate and modulate the available 
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4 
bandWidth and capacity can be greatly increased With 
the addition of ?ber. 

ATM (Asynchronous Transfer Mode) to the home over 
?ber/coax hybrid netWorks provides maximum ?ex 
ibility for both bandWidth and addressing. ATM tech 
nology is Well knoWn in the art. Because ATM provides 
dynamic allocation of bandWidth, it is possible to 
provide variable bandWidth bit streams using ATM. 
Thus, it is possible to serve movies at 3 megabits/sec, 
sporting events encoded in real-time at 8 megabits/sec, 
and HDTV compressed at 20 megabits/sec (or What 
ever bandWidth is required). ATM also provides ?ex 
ibility at the headend since many servers can be directly 
connected into the ATM sWitch fabric at very high 
bandWidth; 155 megabit/sec is available today, increas 
ing to 622 megabits/sec or 1.2 gigabits/sec over time. 

Another important netWork characteristic is latency. In 
today’s systems, a message may take more than a second for 
a round trip. Back channels are sloW, multiple hops are often 
required, and return values (bit maps, executables, etc.) are 
often large. Applications must be designed With these laten 
cies in mind. 
The transport protocol over the netWork 120 depends on 

the direction of travel. Upstream, the transport may be X25; 
UDP, RS232, or other Well knoWn protocol. DoWnstream, 
the transport may be MPEG-2 (Motion Picture Experts 
Group) transport packets, MPEG-1 bit streams, UDP 
packets, or another Well knoWn high-speed protocol. 
Compression 

Video compression technology reduces large bandWidth 
video data to rates that can be supported by the interactive 
netWorks. Just as the neW netWorks provide the essential 
hardWare technology for interactive deployment, neW meth 
ods of video and audio compression are the essential soft 
Ware technology. 

Although, studio-quality digital tape drives deliver more 
than 200 megabits per second, a typical home Wired for 
interactive service Will have only 1.5—6 megabits per second 
of doWnstream bandWidth. Thus, content must be com 
pressed at over 100:1 to enable transport over the netWork. 
This high rate of compression cannot be achieved Without 
encoding loss; some data must be throWn aWay. Conven 
tional compression-decompression algorithms (codecs) dif 
fer in hoW they choose the data to throW aWay and the data 
to keep. Well knoWn compression schemes, for instance 
JPEG (Joint Photographic Experts Group), apply frequency 
transformations, such as DCT (discrete cosine transform), to 
the data, Which take advantage of spatial redundancy 
(adjacent pixels tend to be similar). Unfortunately, in order 
to produce a picture of comparable quality to a VHS VCR, 
JPEG bit rates of at least 4 megabits/sec must be used. This 
rate is too high for the loW end of the standard netWork 
delivery bandWidth. 

Fortunately, a video stream also has large amounts of 
temporal redundancy (adjacent frames are the same or 
similar). Compression algorithms such as MPEG-1 (Motion 
Pictures Experts Group) and MPEG-2 take this redundancy 
into account and compress it out of the data. Carefully 
compressed movie footage using MPEG-1 at 1.5 megabits/ 
second is comparable in quality to a VHS VCR. At bit rates 
of around 4 megabits/sec, MPEG-2 is comparable to a laser 
disk. At data rates of 6—8 megabits per second (Within reach 
of both ADSL and cable coaxial systems), the video quality 
is better than laser disk. 

While video compression bene?ts from both temporal and 
spatial redundancy, audio compression does not. Thus, the 
audio compression achieved for CD-quality sound is only 
around 7:1 (compared to greater than 100:1 for video). 
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Digitally compressed video has many advantages over 
traditional analog video. For example, it provides play 
through compatibility betWeen disparate standards such as 
PAL and NTSC, perfect frame stills, and perfect multi 
generation reproduction of master content. Digital compres 
sion offers features that are impossible With analog 
recordings, such as MPEG-Z’s scalability enhancements 
Which alloW users to pan across large pictures, and even 
Zoom in on features, With an increase in detail. 

Digital compression has disadvantages as Well. By com 
pressing the temporal redundancy from a stream, the result 
ing single frame of compressed video is no longer self 
describing, relying on nearby frames to completely 
reconstruct its contents. This makes random access in to the 
middle of a stream difficult: the jump can only be made to 
Well-de?ned access points, of Which there are typically 1—3 
per second. This inter-frame dependency also makes it 
difficult to edit compressed video. Finally, because of the 
complexity involved in determining the dependencies 
betWeen frames, it is very difficult to compress video in 
real-time. Though real-time video encoders exist today, they 
are expensive and not likely to break into the consumer 
market soon. In the meantime, video conferences from the 
home Will be limited to the use of existing picture-phone 
technology. Note, hoWever, that real-time decompression is 
simpler and can be accomplished by a single chip. 

Fractal compression is a proprietary video compression 
technology that relies on the inherent duplication of basic 
shapes in pictures. Though currently still in the research 
stage, this technology promises very good compression 
ratios for certain types of data. Fractal compression does not 
eliminate inter-frame temporal redundancy, and thus does 
not have any of the draWbacks mentioned above. 
Computationally, hoWever, it is very expensive. 

There are other conventional compression-decompression 
algorithms such as TrueMotion and Indeo Video. Since large 
vendors are justi?ably hesitant to use proprietary codecs, 
telephone and cable companies are supporting the MPEG 
algorithms to the exclusion of all other compression tech 
nologies. Eventually, the industry Will settle on an envelope 
protocol that Will transport any compressed digital data, 
regardless of format. This envelope format may be MPEG-2 
transport, or a hypermedia format such as MHEG or Hytime 
or it may be something not yet invented. 

Even though digital media compression enables real-time 
stream delivery over the bandWidth available in current 
netWorks, it is not a “throW-aWay” technology. As netWork 
bandWidth increases, it still makes sense to continue to 
compress the video and audio, and use the spare bandWidth 
to carry more information (simultaneous data With video, 
multi-Way video conferencing, etc.). 

Thus, integrating video compression into the heart of the 
Media Server is essential. The present invention accom 
plishes this by having the Stream Service 224 generate and 
manipulate the real-time audio/video data as it served to the 
doWnstream manager. This includes identi?cation and modi 
?cation of the data structures (headers, pictures, aspect 
ratios, etc.) in the original data in real-time. 
Client Devices 

Referring again to FIG. 1, the client device or set-top box 
10 is a device that combines the functionality of current 
analog cable converter boxes (tuning and descrambling) 
With the functionality of computers (navigation, interaction 
and display). The current generation of conventional set-top 
boxes have four major components: a netWork interface, an 
MPEG decoder, graphics overlay, and a presentation engine. 

The netWork interface provides both doWnstream and 
upstream interfaces over one or more physical connec 
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The decoder converts MPEG encoded data into audio and 

video. In addition, the MPEG subsystem may demul 
tiplex application and control data from an MPEG 
transport stream. 

The graphics overlay provides at least one graphics plane, 
bitmap operations, and optional chromakey mixing, a 
Well knoWn technique. 

The presentation engine consists of a CPU, at least tWo 
megabytes of memory, and a real-time operating sys 
tem. The client portion of the application runs in this 
subsystem of the client device 110. In the preferred 
embodiment, the application is controlled through the 
use of a simple remote control device With buttons or 
a joystick. 

In order for interactive consumer systems to be Widely 
deployed, vendors are targeting such set-top boxes 110 in the 
$200—$400 price range, and thus comparable in price to a 
loW-end VCR. While vendors are currently building entry 
level set-top boxes, higher end systems are envisioned, With 
better graphics capability, high speed printers, graphics and 
video capture, and perhaps keyboards for advanced users. 
Ultimately, the entire range of set-top boxes Will be distrib 
uted as consumer devices, just as VCR’s, video game 
players and TVs are today. 
Data Types 

Unlike most corporate data, the data being managed in 
these systems is mostly read-only. The data that is change 
able is inherently partitionable (consumer preferences, PINs, 
etc.) or append-only data (billing records, usage data, etc.). 
The amount of accessible data is several orders of magnitude 
greater than that contained in corporate databases today. 
The types of data that must be accessible to consumers 

through client devices 110 include: isochronous, textual, 
structured, and binary large objects. 

Isochronous data is What comes to mind When the term 
multimedia is used. Films, television, and music Will be 
on-line and available on demand using the present 
invention. The main attribute of this type of data is that 
it is too large to simply doWnload and store. It must be 
delivered in real-time With minimal buffering. Real 
time delivery of audio and video is necessary for the 
success of consumer based netWorks, but certainly not 
sufficient. 

On-line textual databases Will provide access to many 
terabytes of data, from live neWs feeds to current novels 
to popular magaZines. One major problem is to navi 
gate and search this sea of text using devices that have 
no keyboards. The present invention has the ability to 
reduce and abstract text Which Will help reduce the 
amount of text that must be initially displayed. 

Binary large objects (BLOBS) are used in the present 
invention to store many kinds of information, from 
images to application logic as stored in scripts. The 
same transport (With the addition of forWard error 
correction) that is utiliZed for isochronous data is ideal 
for BLOBS. 

Structured data, as stored in a relational database, is used 
much as it is today in corporate databases, to provide 
?exible access and to ensure integrity. Very large 
objects, isochronous and textual data Will be inef?cient 
if stored in conventional relational databases due to the 
Way the data is searched and accessed. For example, an 
MPEG-encoded movie Would not be stored in rela 
tional database but all its attributes (director, leading 
actors, price, etc.) Would be. 

In vieW of these prior art subsystems and the need to 
support an additional level of functionality, the media server 
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100 and the supporting network layer of the present inven 
tion provides a full-featured system for interactive multime 
dia presentations. 
The Architecture of the Media Server of the Present Inven 
tion 

The present invention provides a layer of softWare that 
enables distributed client-server computing in the consumer 
based netWorks described above. The main components of 
the present invention include: 

a service infrastructure 

comprehensive set of services 
access to data 

a real-time stream server 

messaging and remote procedure calls (RPC) via the 
netWork protocol of the present invention. 

Referring noW to FIG. 1 and FIG. 2, the architecture of the 
present invention assumes that data is stored and managed 
on the server 100 and the client device 110 provides a vieW 
onto that data. Generally, the vieW is through some paradigm 
such as a digital mail, personal digital assistant, or electronic 
neWspaper. The user navigates locally on the client device 
110 and data is requested from the server 100 as necessary. 
This provides a very clean split betWeen the client side of the 
application and the server side. 

Server applications (services) 122 are “data based” and 
developed With the same tools used to build corporate 
databases (i.e. data modeling tools, schema editors, etc.). 
These services must be built in a reliable and scalable 
manner. 

Client applications 276, shoWn in FIG. 2, are built using 
interactive, graphical authoring tools that alloW digital assets 
(video, images, sounds, etc.) to be mixed With presentation 
logic to produce a runtime environment for interactive TV. 
The present invention supports runtime environments by 
providing such services as application doWnload, asset 
management, authoriZation, and stream interaction (as Will 
be described beloW). Typically, there are many more client 
applications built than those for the server 100. For instance, 
there may be three home shopping services nationWide that 
are used by hundreds of client applications. 

Because latency is a major issue in the netWork 120 as 
described earlier, the architecture of the present invention 
alloWs distributed applications to be built Where all state 
information is maintained on the client device 110. The use 
of remote procedure calls (RPC) to access services and data 
through the media server 100 is preferred over the use of a 
traditional Structured Query Language (SQL) for data 
access. This is because it reduces the number of round-trip 
messages and provides easy to use interfaces to application 
services. 
Service Infrastructure 

FIG. 1 shoWs a plurality of available services 122 on 
media server 100. FIG. 2 shoWs examples of these services 
and shoWs in more detail hoW these services can be parti 
tioned into applications services 240 and system services 
214. HoWever, in reality, this partitioning is purely arbitrary. 
Any of the services 240 or 214 are accessible to a client on 
client device 110 or accessible to another service on server 
100. 

Each service 122 as shoWn in FIG. 1 comprises one or 
more cooperating server execution threads Which may be 
distributed across several machines. Load balancing across 
these server threads is performed by server 100 dynamically 
and transparently to the client. Requests sent by a client are 
routed to a service control point Which decides, based on 
current system activity, Which server process can actually 
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8 
handle the request. The service control points support many 
server threads before they become bottlenecks. Still, because 
these systems must be highly scalable, service control points 
may be replicated. For example, the name service 222, 
Which is used to locate all other servers, must be replicated 
in order to handle the large numbers of requests sent to it. 

To shield client applications from netWork implementa 
tion details, client applications never interact directly With 
the underlying databases. Instead, all applications developed 
With the media server 100 communicate With services by 
sending messages locally or remotely. 

Interfaces to the services are de?ned using an interface 
de?nition language (IDL). A service interface consists of a 
set of operations that de?ne What the service can do. Once 
created, the interface de?nition is compiled to generate stubs 
Which isolate the distributed nature of the system from the 
computations being performed. Client applications 276 
execute the operations by making remote procedure calls 
(RPC) to the server 100. The use of RPC in the present 
invention is described in more detail beloW. In addition to 
providing its base functionality to client applications 276, 
each service 214 and 240 has a standard interface for 
con?guration, management, monitoring, debugging, logging 
and auditing. 
Access to Data 
Whereas client applications 276 access data via RPC’s to 

services, services access data via a set of access libraries to 
the various data repositories: 

Isochronous data is stored in the Media Data Store (MDS) 
251, a real-time striped ?le system that alloWs 
concurrent, random access to video and audio data. The 
interface alloWs media streams to be positioned and 
played. All attributes describing the streams (title, 
content description, compression format, etc.) are 
stored as structured data in a conventional database. 

Textual data is stored in the conventional Text database 
253, shoWn in FIG. 2, as a set of indexed documents. 
The interface alloWs documents to be searched by 
Words, phrases, and even concepts. The ability to 
abstract text is provided by a conventional product that 
can parse and interpret English text using a sophisti 
cated lexicon and 50,000 parse rules. 

Binary Large Objects are stored as opaque data types in 
either the Text database 253 or in the Media Data Store 
251. As With isochronous data, all attributes of the 
BLOBS are stored as structured data. 

Structured data is stored in the Text database 253 and 
accessed via SQL and PL/SQL (Procedural Language/ 
SQL). Text database 253 provides distribution, 
replication, and parallel access to the data. Stored 
procedures, executing Within the protected space of the 
database environment, provide an excellent mechanism 
for building reliable services. A server application in 
this model consists of a schema and a set of procedures 
to access the data in the schema (Which may be invoked 
directly from the client via the procedural service 
described beloW). 

Real-time Stream Server 
Providing isochronous data access is an inherently differ 

ent problem from traditional types of data access that lack 
the real-time component. 

Therefore, the real-time components of the media server 
100 are segmented from the other parts by a scheduling 
“?re-Wall”. All access into the real-time section of the server 
goes through a real-time scheduler 299 Which analyZes the 
load any given request Will make on the system, determine 
if the request can be granted given the current system load, 
























