
(12) United States Patent 
Farmwald et al. 

US006260097B1 

(10) Patent N0.: 
(45) Date of Patent: 

US 6,260,097 B1 
*Jul. 10, 2001 

(54) 

(75) 

(73) 

(*) 

(21) 
(22) 

(63) 

(51) 
(52) 
(58) 

(56) 

3,691,534 

METHOD AND APPARATUS FOR 
CONTROLLING A SYNCHRONOUS 
MEMORY DEVICE 

Inventors: Michael Farmwald, Berkeley; Mark 
Horowitz, Palo Alto, both of CA (US) 

Assignee: Rambus, Los Altos, CA (US) 

NOIiCeI This patent issued on a continued pros 
ecution application ?led under 37 CFR 
1.53(d), and is subject to the twenty year 
patent term provisions of 35 U.S.C. 
154(a)(2). 

Subject to any disclaimer, the term of this 
patent is extended or adjusted under 35 
U.S.C. 154(b) by 38 days. 

Appl. No.: 09/514,872 

Filed: Feb. 28, 2000 

Related US. Application Data 

Continuation of application No. 09/252,998, ?led on Feb. 
19, 1999, now Pat. No. 6,032,214, which is a continuation 
of application No. 08/979,127, ?led on Nov. 26, 1997, now 
Pat. No. 5,915,105, which is a continuation of application 
No. 08/762,139, ?led on Dec. 9, 1996, now Pat. No. 5,809, 
263, which is a continuation of application No. 08/607,780, 
?led on Feb. 27, 1996, now abandoned, which is a continu 
ation of application No. 08/222,646, ?led on Mar. 31, 1994, 
now Pat. No. 5,513,327, which is a continuation of appli 
cation No. 07/954,945, ?led on Sep. 30, 1992, now Pat. No. 
5,319,755, which is a continuation of application No. 
07/510,898, ?led on Apr. 18, 1990, now abandoned. 

Int. Cl.7 ............................. .. G06F 13/00; G11C 8/00 

US. Cl. ........................................... .. 710/129; 365/233 

Field of Search ................................... .. 710/100, 129, 

710/35; 365/233, 235, 230.05 

References Cited 

U.S. PATENT DOCUMENTS 

9/1972 Varadi et al. . 

PAD [75 

INPUT 

\HEFERENCE ‘ 
’ l l l 

LK INPUT 7+ INPUT 
73 REC 

O 

REC 7T 
71/ l 

3,771,145 11/1973 Wiener. 
3,821,715 6/1974 Hoff, Jr. et al. . 
3,969,706 7/1976 Proebsting et al. . 
4,092,665 5/1978 Saran. 
4,183,095 1/1980 Ward. 

(List continued on next page.) 

FOREIGN PATENT DOCUMENTS 

0 246 767 4/1987 (EP) . 
0 276 871 1/1988 (EP) . 
0 334 552 3/1989 (EP) . 

(List continued on next page.) 

OTHER PUBLICATIONS 

M. Horowitz et al., “MIPS—X: A 20—MIPS Peak 32—bit 
Microprocessor with on—Chip Cache”, IEEE Journal of 
Solid State Circuits, vol. 22 No. 5, pp. 790—799 (Oct. 1987). 
S Watanabe et. al., “An Experimental 16—Mbit CMOS 
DRAM Chip with a 100—MHZ Serial Read/Write Mode”, 
IEEE Journal of Solid State Circuits, vol. 24 No. 3, pp. 
763—770 (Jun. 1982). 
* cited by examiner 

Primary Examiner—Glenn A. Auve 
(74) Attorney, Agent, or Firm—Neil A. Steinberg 

(57) ABSTRACT 

A method of controlling a synchronous memory device 
comprising issuing a write request to the memory device, 
wherein in response to the write request, the memory device 
samples ?rst and second portions of data. The ?rst portion of 
data is provided to the memory device synchronously with 
respect to a rising edge transition of an external clock signal. 
A second portion of data is provided to the memory device 
synchronously with respect to a falling edge transition of the 
external clock signal. A memory controller for controlling a 
synchronous memory device comprises output driver cir 
cuitry to output data. The output driver circuitry outputs a 
?rst portion of data in response to a rising edge transition of 
the ?rst external clock signal. In addition, the output driver 
circuitry outputs a second portion of data in response to a 
falling edge transition of the ?rst external clock signal. 

35 Claims, 14 Drawing Sheets 
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METHOD AND APPARATUS FOR 
CONTROLLING A SYNCHRONOUS 

MEMORY DEVICE 

This application is a continuation of application Ser. No. 
09/252,998, ?led on Feb. 19, 1999 US. Pat. No. 6,032,214, 
Which is a continuation of application Ser. No. 08/979,127, 
?led on Nov. 26, 1997 (now US. Pat. No. 5,915,105), Which 
is a continuation of application Ser. No. 08/762,139, ?led on 
Dec. 9, 1996 (now US. Pat. No. 5,809,263); Which is a 
continuation of application Ser. No. 08/607,780, ?led Feb. 
27, 1996 (noW abandoned); Which is a continuation of 
application Ser. No. 08/222,646, ?led on Mar. 31, 1994 (now 
US. Pat. No. 5,513,327); Which is a continuation of appli 
cation Ser. No. 07/954,945, ?led on Sep. 30, 1992 (now US. 
Pat. No. 5,319,755); Which is a continuation of application 
Ser. No. 07/510,898, ?led on Apr. 18, 1990 (noW 
abandoned). 

FIELD OF THE INVENTION 

An integrated circuit bus interface for computer and video 
systems is described Which alloWs high speed transfer of 
blocks of data, particularly to and from memory devices, 
With reduced poWer consumption and increased system 
reliability. A neW method of physically implementing the 
bus architecture is also described. 

BACKGROUND OF THE INVENTION 

Semiconductor computer memories have traditionally 
been designed and structured to use one memory device for 
each bit, or small group of bits, of any individual computer 
Word, Where the Word siZe is governed by the choice of 
computer. Typical Word siZes range from 4 to 64 bits. Each 
memory device typically is connected in parallel to a series 
of address lines and connected to one of a series of data 
lines. When the computer seeks to read from or Write to a 
speci?c memory location, an address is put on the address 
lines and some or all of the memory devices are activated 
using a separate device select line for each needed device. 
One or more devices may be connected to each data line but 
typically only a small number of data lines are connected to 
a single memory device. Thus data line 0 is connected to 
device(s) 0, data line 1 is connected to device(s) 1, and so on. 
Data is thus accessed or provided in parallel for each 
memory read or Write operation. For the system to operate 
properly, every single memory bit in every memory device 
must operate dependably and correctly. 

To understand the concept of the present invention, it is 
helpful to revieW the architecture of conventional memory 
devices. Internal to nearly all types of memory devices 
(including the most Widely used Dynamic Random Access 
Memory (DRAM), Static RAM (SRAM) and Read Only 
Memory (ROM) devices), a large number of bits are 
accessed in parallel each time the system carries out a 
memory access cycle. HoWever, only a small percentage of 
accessed bits Which are available internally each time the 
memory device is cycled ever make it across the device 
boundary to the external World. 

Referring to FIG. 1, all modern DRAM, SRAM and ROM 
designs have internal architectures With roW (Word) lines 5 
and column (bit) lines 6 to alloW the memory cells to tile a 
tWo dimensional area 1. One bit of data is stored at the 
intersection of each Word and bit line. When a particular 
Word line is enabled, all of the corresponding data bits are 
transferred onto the bit lines. Some prior art DRAMs take 
advantage of this organiZation to reduce the number of pins 
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2 
needed to transmit the address. The address of a given 
memory cell is split into tWo addresses, roW and column, 
each of Which can be multiplexed over a bus only half as 
Wide as the memory cell address of the prior art Would have 
required. 

COMPARISON WITH PRIOR ART 

Prior art memory systems have attempted to solve the 
problem of high speed access to memory With limited 
success. 

US. Pat. No. 3,821,715 (Hoff et. al.), Was issued to Intel 
Corporation for the earliest 4-bit microprocessor. That 
patent describes a bus connecting a single central processing 
unit (CPU) With multiple RAMs and ROMs. That bus 
multiplexes addresses and data over a 4-bit Wide bus and 
uses point-to-point control signals to select particular RAMs 
or ROMs. The access time is ?xed and only a single 
processing element is permitted. There is no block-mode 
type of operation, and most important, not all of the interface 
signals betWeen the devices are bused (the ROM and RAM 
control lines and the RAM select lines are point-to-point). 

In US. Pat. No. 4,315,308 (Jackson), a bus connecting a 
single CPU to a bus interface unit is described. The inven 
tion uses multiplexed address, data, and control information 
over a single 16-bit Wide bus. Block-mode operations are 
de?ned, With the length of the block sent as part of the 
control sequence. In addition, variable access-time opera 
tions using a “stretch” cycle signal are provided. There are 
no multiple processing elements and no capability for mul 
tiple outstanding requests, and again, not all of the interface 
signals are bused. 

In US. Pat. No. 4,449,207 (Kung, et. al.), a DRAM is 
described Which multiplexes address and data on an internal 
bus. The external interface to this DRAM is conventional, 
With separate control, address and data connections. 

In US. Pat. Nos. 4,764,846 and 4,706,166 (Go), a 3-D 
package arrangement of stacked die With connections along 
a single edge is described. Such packages are dif?cult to use 
because of the point-to-point Wiring required to interconnect 
conventional memory devices With processing elements. 
Both patents describe complex schemes for solving these 
problems. No attempt is made to solve the problem by 
changing the interface. 

In US. Pat. No. 3,969,706 (Proebsting, et. al.), the current 
state-of-the-art DRAM interface is described. The address is 
tWo-Way multiplexed, and there are separate pins for data 
and control (RAS, CAS, WE, CS). The number of pins 
groWs With the siZe of the DRAM, and many of the 
connections must be made point-to-point in a memory 
system using such DRAMs. 

There are many backplane buses described in the prior art, 
but not in the combination described or having the features 
of this invention. Many backplane buses multiplex addresses 
and data on a single bus (e.g., the NU bus). ELXSI and 
others have implemented split-transaction buses (US. Pat. 
Nos. 4,595,923 and 4,481,625 (Roberts)). ELXSI has also 
implemented a relatively loW-voltage-sWing current-mode 
ECL driver (approximately 1 V sWing). Address-space reg 
isters are implemented on most backplane buses, as is some 
form of block mode operation. 

Nearly all modern backplane buses implement some type 
of arbitration scheme, but the arbitration scheme used in this 
invention differs from each of these. US. Pat. No. 4,837,682 
(Culler), US. Pat. No. 4,818,985 (Ikeda), US. Pat. No. 
4,779,089 (Theus) and US. Pat. No. 4,745,548 (Blahut) 
describe prior art schemes. All involve either log N extra 
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signals, (Theus, Blahut), Where N is the number of potential 
bus requesters, or additional delay to get control of the bus 
(Ikeda, Culler). None of the buses described in patents or 
other literature use only bused connections. All contain 
some point-to-point connections on the backplane. None of 
the other aspects of this invention such as poWer reduction 
by fetching each data block from a single device or compact 
and loW-cost 3-D packaging even apply to backplane buses. 

The clocking scheme used in this invention has not been 
used before and in fact Would be dif?cult to implement in 
backplane buses due to the signal degradation caused by 
connector stubs. US. Pat. No. 4,247,817 (Heller) describes 
a clocking scheme using tWo clock lines, but relies on 
ramp-shaped clock signals in contrast to the normal rise 
time signals used in the present invention. 

In US. Pat. No. 4,646,270 (Voss), a video RAM is 
described Which implements a parallel-load, serial-out shift 
register on the output of a DRAM. This generally alloWs 
greatly improved bandWidth (and has been extended to 2, 4 
and greater Width shift-out paths.) The rest of the interfaces 
to the DRAM (RAS, CAS, multiplexed address, etc.) remain 
the same as for conventional DRAMS. 

One object of the present invention is to use a neW bus 
interface built into semiconductor devices to support high 
speed access to large blocks of data from a single memory 
device by an external user of the data, such as a 
microprocessor, in an ef?cient and cost-effective manner. 

Another object of this invention is to provide a clocking 
scheme to permit high speed clock signals to be sent along 
the bus With minimal clock skeW betWeen devices. 

Another object of this invention is to alloW mapping out 
defective memory devices or portions of memory devices. 

Another object of this invention is to provide a method for 
distinguishing otherWise identical devices by assigning a 
unique identi?er to each device. 

Yet another object of this invention is to provide a method 
for transferring address, data and control information over a 
relatively narroW bus and to provide a method of bus 
arbitration When multiple devices seek to use the bus simul 
taneously. 

Another object of this invention is to provide a method of 
distributing a high-speed memory cache Within the DRAM 
chips of a memory system Which is much more effective 
than previous cache methods. 

Another object of this invention is to provide devices, 
especially DRAMs, suitable for use With the bus architecture 
of the invention. 

SUMMARY OF INVENTION 

The present invention includes a memory subsystem 
comprising at least tWo semiconductor devices, including at 
least one memory device, connected in parallel to a bus, 
Where the bus includes a plurality of bus lines for carrying 
substantially all address, data and control information 
needed by said memory devices, Where the control infor 
mation includes device-select information and the bus has 
substantially feWer bus lines than the number of bits in a 
single address, and the bus carries device-select information 
Without the need for separate device-select lines connected 
directly to individual devices. 

Referring to FIG. 2, a standard DRAM 13, 14, ROM (or 
SRAM) 12, microprocessor CPU 11, U0 device, disk con 
troller or other special purpose device such as a high speed 
sWitch is modi?ed to use a Wholly bus-based interface rather 
than the prior art combination of point-to-point and bus 
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4 
based Wiring used With conventional versions of these 
devices. The neW bus includes clock signals, poWer and 
multiplexed address, data and control signals. In a preferred 
implementation, 8 bus data lines and an AddressValid bus 
line carry address, data and control information for memory 
addresses up to 40 bits Wide. Persons skilled in the art Will 
recogniZe that 16 bus data lines or other numbers of bus data 
lines can be used to implement the teaching of this inven 
tion. The neW bus is used to connect elements such as 
memory, peripheral, sWitch and processing units. 

In the system of this invention, DRAMs and other devices 
receive address and control information over the bus and 
transmit or receive requested data over the same bus. Each 
memory device contains only a single bus interface With no 
other signal pins. Other devices that may be included in the 
system can connect to the bus and other non-bus lines, such 
as input/output lines. The bus supports large data block 
transfers and split transactions to alloW a user to achieve 
high bus utiliZation. This ability to rapidly read or Write a 
large block of data to one single device at a time is an 
important advantage of this invention. 
The DRAMs that connect to this bus differ from conven 

tional DRAMs in a number of Ways. Registers are provided 
Which may store control information, device identi?cation, 
device-type and other information appropriate for the chip 
such as the address range for each independent portion of the 
device. NeW bus interface circuits must be added and the 
internals of prior art DRAM devices need to be modi?ed so 
they can provide and accept data to and from the bus at the 
peak data rate of the bus. This requires changes to the 
column access circuitry in the DRAM, With only a minimal 
increase in die siZe. A circuit is provided to generate a loW 
skeW internal device clock for devices on the bus, and other 
circuits provide for demultiplexing input and multiplexing 
output signals. 

High bus bandWidth is achieved by running the bus at a 
very high clock rate (hundreds of MHZ). This high clock rate 
is made possible by the constrained environment of the bus. 
The bus lines are controlled-impedance, doubly-terminated 
lines. For a data rate of 500 MHZ, the maximum bus 
propagation time is less than 1 ns (the physical bus length is 
about 10 cm). In addition, because of the packaging used, 
the pitch of the pins can be very close to the pitch of the 
pads. The loading on the bus resulting from the individual 
devices is very small. In a preferred implementation, this 
generally alloWs stub capacitances of 1—2 pF and induc 
tances of 0.5—2 nH. Each device 15, 16, 17, shoWn in FIG. 
3, only has pins on one side and these pins connect directly 
to the bus 18. A transceiver device 19 can be included to 
interface multiple units to a higher order bus through pins 
20. 
Aprimary result of the architecture of this invention is to 

increase the bandWidth of DRAM access. The invention also 
reduces manufacturing and production costs, poWer 
consumption, and increases packing density and system 
reliability. 

BRIEF DESCRIPTION OF THE DRAWINGS 

FIG. 1 is a diagram Which illustrates the basic 2-D 
organiZation of memory devices. 

FIG. 2 is a schematic block diagram Which illustrates the 
parallel connection of all bus lines and the serial Reset line 
to each device in the system. 

FIG. 3 is a perspective vieW of a system of the invention 
Which illustrates the 3-D packaging of semiconductor 
devices on the primary bus. 
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FIG. 4 shows the format of a request packet. 

FIG. 5 shows the format of a retry response from a slave. 

FIG. 6 shoWs the bus cycles after a request packet 
collision occurs on the bus and hoW arbitration is handled. 

FIGS. 7a and 7b shoW the timing Whereby signals from 
tWo devices can overlap temporarily and drive the bus at the 
same time. 

FIGS. 8a and 8b shoW the connection and timing betWeen 
bus clocks and devices on the bus. 

FIG. 9 is a perspective vieW shoWing hoW transceivers 
can be used to connect a number of bus units to a transceiver 
bus. FIG. 10 is a block and schematic diagram of input/ 
output circuitry used to connect devices to the bus. 

FIG. 11 is a schematic diagram of a clocked sense 
ampli?er used as a bus input receiver. 

FIG. 12 is a block diagram shoWing hoW the internal 
device clock is generated from tWo bus clock signals using 
a set of adjustable delay lines. 

FIG. 13 is a timing diagram shoWing the relationship of 
signals in the block diagram of FIG. 12. 

FIG. 14 is timing diagram of a preferred means of 
implementing the reset procedure of this invention. 

FIG. 15 is a diagram illustrating the general organiZation 
of a 4 Mbit DRAM divided into 8 subarrays. 

DETAILED DESCRIPTION 

The present invention is designed to provide a high speed, 
multiplexed bus for communication betWeen processing 
devices and memory devices and to provide devices adapted 
for use in the bus system. The invention can also be used to 
connect processing devices and other devices, such as I/O 
interfaces or disk controllers, With or Without memory 
devices on the bus. The bus consists of a relatively small 
number of lines connected in parallel to each device on the 
bus. The bus carries substantially all address, data and 
control information needed by devices for communication 
With other devices on the bus. In many systems using the 
present invention, the bus carries almost every signal 
betWeen every device in the entire system. There is no need 
for separate device-select lines since device-select informa 
tion for each device on the bus is carried over the bus. There 
is no need for separate address and data lines because 
address and data information can be sent over the same lines. 
Using the organiZation described herein, very large 
addresses (40 bits in the preferred implementation) and large 
data blocks (1024 bytes) can be sent over a small number of 
bus lines (8 plus one control line in the preferred 
implementation). 

Virtually all of the signals needed by a computer system 
can be sent over the bus. Persons skilled in the art recogniZe 
that certain devices, such as CPUs, may be connected to 
other signal lines and possibly to independent buses, for 
example a bus to an independent cache memory, in addition 
to the bus of this invention. Certain devices, for example 
cross-point sWitches, could be connected to multiple, inde 
pendent buses of this invention. In the preferred 
implementation, memory devices are provided that have no 
connections other than the bus connections described herein 
and CPUs are provided that use the bus of this invention as 
the principal, if not exclusive, connection to memory and to 
other devices on the bus. 

All modern DRAM, SRAM and ROM designs have 
internal architectures With roW (Word) and column (bit) lines 
to ef?ciently tile a 2-D area. Referring to FIG. 1, one bit of 
data is stored at the intersection of each Word line 5 and bit 
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6 
line 6. When a particular Word line is enabled, all of the 
corresponding data bits are transferred onto the bit lines. 
This data, about 4000 bits at a time in a 4 MBit DRAM, is 
then loaded into column sense ampli?ers 3 and held for use 
by the I/O circuits. 

In the invention presented here, the data from the sense 
ampli?ers is enabled 32 bits at a time onto an internal device 
bus running at approximately 125 MHZ. This internal device 
bus moves the data to the periphery of the devices Where the 
data is multiplexed into an 8-bit Wide external bus interface, 
running at approximately 500 MHZ. 
The bus architecture of this invention connects master or 

bus controller devices, such as CPUs, Direct Memory 
Access devices (DMAs) or Floating Point Units (FPUs), and 
slave devices, such as DRAM, SRAM or ROM memory 
devices. Aslave device responds to control signals; a master 
sends control signals. Persons skilled in the art realiZe that 
some devices may behave as both master and slave at 
various times, depending on the mode of operation and the 
state of the system. For example, a memory device Will 
typically have only slave functions, While a DMA controller, 
disk controller or CPU may include both slave and master 
functions. Many other semiconductor devices, including I/O 
devices, disk controllers, or other special purpose devices 
such as high speed sWitches can be modi?ed for use With the 
bus of this invention. 

Each semiconductor device contains a set of internal 
registers, preferably including a device identi?cation (device 
ID) register, a device-type descriptor register, control reg 
isters and other registers containing other information rel 
evant to that type of device. In a preferred implementation, 
semiconductor devices connected to the bus contain regis 
ters Which specify the memory addresses contained Within 
that device and access-time registers Which store a set of one 
or more delay times at Which the device can or should be 
available to send or receive data. 

Most of these registers can be modi?ed and preferably are 
set as part of an initialiZation sequence that occurs When the 
system is poWered up or reset. During the initialiZation 
sequence each device on the bus is assigned a unique device 
ID number, Which is stored in the device ID register. Abus 
master can then use these device ID numbers to access and 
set appropriate registers in other devices, including access 
time registers, control registers, and memory registers, to 
con?gure the system. Each slave may have one or several 
access-time registers (four in a preferred embodiment). In a 
preferred embodiment, one access-time register in each 
slave is permanently or semi-permanently programmed With 
a ?xed value to facilitate certain control functions. A pre 
ferred implementation of an initialiZation sequence is 
described beloW in more detail. 

All information sent betWeen master devices and slave 
devices is sent over the external bus, Which, for example, 
may be 8 bits Wide. This is accomplished by de?ning a 
protocol Whereby a master device, such as a microprocessor, 
seiZes exclusive control of the external bus (i.e., becomes the 
bus master) and initiates a bus transaction by sending a 
request packet (a sequence of bytes comprising address and 
control information) to one or more slave devices on the bus. 
An address can consist of 16 to 40 or more bits according to 
the teachings of this invention. Each slave on the bus must 
decode the request packet to see if that slave needs to 
respond to the packet. The slave that the packet is directed 
to must then begin any internal processes needed to carry out 
the requested bus transaction at the requested time. The 
requesting master may also need to transact certain internal 
























